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The isothermal uniaxial compression test is a common method to determine the flow stress of metals. For
accurate flow stress data at strain rates .1023 s21, the data must be corrected for flow softening due to
deformation heating. The first step in the correction is to determine the increase in temperature. An
adiabatic correction factor, h, is used to determine the temperature between strain rates of 1023 to 101 s21.
The adiabatic correction factor is the fraction of adiabatic heat retained in the workpiece after heat loss
to the dies, h 5 (DTACTUAL)/(DTADIABATIC), where DTADIABATIC 5 (0.95 * sd«)/(rCp). The term h is typically
taken to be constant with strain and to vary linearly (0 to 1) with log («̇) between 1023 and 101 s21. However,
using the finite element method (FEM) and a one-dimensional, lumped parameter method, h has been
found to vary with strain, die and workpiece thermal conductivities, and the interface heat-transfer
coefficient (HTC). Using the lumped parameter method, an analytical expression for h was derived. In
this expression, h is a function of the die and workpiece thermal conductivities, the interface heat-transfer
coefficient, workpiece heat capacity, strain, and strain rate. The results show that an increase in the HTC
or thermal conductivity decreases h.

of the imposed strain rate. Deformation heating results in anKeywords adiabatic correction, compression test, deforma-
increase in specimen temperature during the test, and thetion heating, FEM process modeling, flow

stress resulting flow stress will be lower than the actual flow stress
for the desired test temperature under isothermal conditions.

Thus, the flow stress from compression tests must be cor-1. Introduction rected for deformation heating, although only for strain rates
greater than 1023 s21. At strain rates of 1023 s21 and lower,

The uniaxial compression of a cylindrical specimen between the amount of heat generated is usually very small and will be
flat dies is one of the most common methods of determining conducted away during the long time periods of the test so that
the flow stress and workability of an alloy. Due to strain rate the test is isothermal. The change in temperature is calculated
and temperature sensitivity in the warm and hot working regime, using the following equation:
a series of compression tests at various temperatures and strain
rates are typically conducted to provide flow stress as a function

DT 5 (h 0.95 * sd«)/(rCp) (Eq 1)of strain, strain rate, and temperature. These data can be corre-
lated with microstructure evolution during the test to provide

where DT is the change in temperature, h is the adiabaticinsight into the best possible processing route for the alloy
correction factor, *sd« is the area under the uncorrected stress-given the constraints of tooling, desired product shape, and
strain curve, r is the density, Cp is the specific heat, and,desired microstructure. Also, with the advent of powerful com-
together, rCp is known as the heat capacity or the volumeputer simulation tools, such as the finite element method (FEM),
specific heat. The factor of 0.95 is the fraction of mechanicalaccurate flow stress data are a necessary input for the proper
work transformed to heat, with the remaining fraction going touse of such software.
microstructural changes. This factor is typically taken to be 0.9Flow softening is a common characteristic of stress-strain
to 0.95.curves for various alloys, whereby the curve decreases after

The adiabatic correction factor, h, is used between the iso-reaching a peak stress. This softening can be caused by micro-
thermal conditions at strain rates #1023 s21, where h 5 0, andstructural changes in the alloy and deformation heating, either
the adiabatic conditions at rates $101 s21, where h 5 1. Thealone or together. Examples of microstructural changes are
adiabatic correction factor is the fraction of adiabatic heatdynamic recrystallization in single-phase alloys, development
retained in the workpiece due to heat loss to the dies and isor modification of texture, and globularization and lamellar
defined asreorientation in titanium aluminides (TiAl). Deformation heat-

ing, however, will occur in any alloy and is primarily a function
h 5 (DTACTUAL)/(DTADIABATIC) (Eq 2)
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Table 1 Material thermal properties

Material rCp , N/mm2 8C K, N/s 8C

SiC[4] 3.88 20.97
Si3N4

[9] (RBSN)(a) (1000 8C) 3.44 2.0
Si3N4

[9] (HPSN)(b) (1000 8C) 3.44 10.0
OFHC Cu[10] 3.44 391.0
TiAl at 800 8C 3.06 25.50

900 8C 3.06 24.41
1000 8C 3.10 23.32
1100 8C 3.50 22.23
1200 8C 4.40 21.14

(a) RBSN—Reaction Bonded Silicon Nitride
(b) HPSN—Hot Pressed Silicon Nitride

Table 2 Simulation conditions

Initial temperature 1093 8C
Constant shear stress friction factor 0.0Fig. 1 Adiabatic correction factors, h, vs temperature at a strain of
Emissivity (specimen) 0.650.7 from the research of Charpentier et al.[3] and Oh et al.[4] with
Emissivity (dies) 0.80traditional correction factors, hTRAD of 0.25, 0.50, 0.75, and 1.0 at
Interface HTC 10 kW/m2 8C[13]

1022, 1021, 100, and 101 s21

25 kW/m2 8C[4]

Convection HTC 0.02 kW/m2 8C

independent of strain and temperature. However, compression
tests on Al2024 by Charpentier et al.[3] found that at a strain
of 0.7, h differed from the typical values of h shown above,

Vi 5 «̇H0 exp (2«̇t) (Eq 3)and in one case, h varied greatly with temperature (Fig. 1).
For example, at 1021 s21, h ranged from 0.4 to 0.75 rather than

where Vi is the instantaneous die velocity, «̇ is the strain rate,the typical value of 0.50. And at 1022 s21, h was 0.14 and 0.17
H0 is the initial specimen height, and t is time. For each straininstead of the expected 0.25. Oh et al.[4] also calculated h at
rate, two simulations were conducted: (1) completely noniso-a strain of 0.7 for a TiAl alloy and found good agreement at
thermal with heat transfer from the compression specimen torates of 1021 s21 (h 5 0.46) and 101 s21 (h 5 0.97), and poor
the dies and the environment to simulate actual test conditions;agreement at 100 s21 (h 5 0.87, Fig. 1). Oh et al. also showed
and (2) completely adiabatic with nonisothermal conditions inthat h was relatively insensitive to the interface friction factor.
the specimen, but no heat transfer to the dies or the environment.It has also been assumed that h does not vary with strain.
The average specimen temperature was then determined forHowever, during the correction of flow stress for a fully lamellar
each strain to calculate h using Eq 2. Stress-strain curves wereTiAl alloy undergoing severe microstructural flow softening
calculated using the FEM load-stroke curves and the die/speci-and compressed to very large strains of 1.4, Goetz and Seethara-
men contact area, assuming a uniform specimen withoutman[5] found that h does vary with strain.
barreling.In light of the above research, which has found that h can

The material used for the compression specimen was a TiAlvary with temperature and strain in addition to strain rate, the
alloy with the following flow stress (s) constitutive equation:present work will investigate the factors that determine h using

a finite element program and a one-dimensional (1-D) analytical
s 5 A«̇m exp (Qm/RT ) (Eq 4)approach. The effect of thermal properties of the workpiece

and dies on h will be examined, as well as the interface between
where A 5 0.5874 MPa; the strain rate sensitivity, m 5 0.2;the die and workpiece and the workpiece flow stress.
the activation energy, Q 5 400 kJ/g mole; the universal gas
constant, R 5 8.3144 J/g mole K; and the temperature is T

2. Procedure (K). As shown, the flow stress is both strain rate and temperature
sensitive, but constant with strain. A strain sensitive material
with flow softening due to microstructural softening effectsThe finite element program DEFORMe (Scientific Forming

Technologies Corporation, Columbus, OH) was used to model the was not used, so that deformation heating would be the sole
cause of flow softening.uniaxial compression test under two-dimensional/axisymmetric/

nonisothermal conditions. Because h is only applicable to the A uniform initial temperature of 1093 8C was used for the
specimen, dies, and ambient temperature. The cylindrical speci-correction of flow stress for deformation heating between isother-

mal (1023 s21) and adiabatic conditions (101 s21), constant strain men dimensions were 10.16-mm diameter 3 15.24-mm height
for the standard height-to-diameter ratio of 1.5. The specimenrates of 1022, 1021, 100, and 101 s21 were used. An exponential

decay for the instantaneous die velocity was used: FEM mesh consisted of 1064 nodes and 990 elements. Silicon
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(a) (b)

(c)

Fig. 2 (a) FEM temperature changes and (b) flow stress softening as functions of strain for adiabatic and actual conditions at 1021 s21 with
RBSN dies (K 5 2.0 N/s 8C). (c) The ln (s) vs 1000/(1093 1 (DT 1 273, K) plot, which is an example of the method to determine the corrected
flow stress using DT

nitride (Si3N4) and silicon carbide (SiC) dies 100.0-mm diame- As expected, the temperatures are lower for actual compression
ter 3 25.0-mm height were used with an FEM mesh of 780 test conditions than for adiabatic conditions, due to heat loss
nodes and 722 elements. The applicable thermal properties of to the dies and the environment. Because of the lower tempera-
heat capacity and thermal conductivity, as well as simulation tures in actual test conditions, the resulting stresses are higher
conditions, can be found in Tables 1 and 2. than those of the adiabatic test conditions (Fig. 2b). Figure 2(b)

also shows the flow stress for the (hypothetical) isothermal test.
The difference between this curve and the stress- strain curve3. Results and Discussion from the actual compression test simulation shows the amount
of correction needed due to deformation heating. This would

3.1 The FEM be accomplished by plotting ln (s) vs 1000/T K21 (Fig. 2c),
where T is the absolute, instantaneous temperature during theTemperatures and stresses for the 1021 s21 compression test

simulation are shown in Fig. 2(a) and (b) plotted versus strain. test, and extrapolating back to the initial test temperature to find
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Fig. 3 A plot of h vs strain for strain rates of 1022, 1021, 100, and Fig. 4 A plot of h vs strain at 1021 s21 showing the effect of die
101 s21 with RBSN dies (K 5 2.0 N/s 8C) and an HTC of 10 kW/m2 thermal conductivity, K, and interface HTC on h for RB Si3N4, HP
8C using FEM Si3N4, and SiC dies with HTC 5 10 and 25 kW/m2 8C using FEM

the corrected flow stress. Since there is no strain dependence of differences between simulation conditions used by Oh et al.
the flow stress in the constitutive equation used here (Eq 4), and the present work were examined. The present work and
flow stress correction would only require data from one test that of Oh used TiAl compression specimens of the same size
temperature. For strain-dependent alloys, which also undergo and approximately equal heat capacities and thermal conductivi-
microstructural flow softening, a ln (s) versus 1000/T correction ties; therefore, the difference lies in the constitutive equations,
plot for each selected strain from the stress-strain curve would die materials, and/or interface (HTCs). Oh et al. used SiC dies
be made using the uncorrected stresses and instantaneous tem- with a thermal conductivity (K ) of 20.97 N/s 8C and an HTC
peratures from each nominal test temperature in the test of 25 kW/m2 8C, while the present work initially used die
matrix.[2]

material properties for reaction bonded silicon nitride (RBSN,
Previous work involving the flow stress correction for a K 5 2.0 N/s 8C, Table 1) and an HTC of 10 kW/m2 8C. More

fully lamellar TiAl alloy[5] found that h varied with strain as applicable silicon nitride properties would have been for hot-
well as strain rate. Using the constitutive equation of Section pressed silicon nitride, which was used in the earlier work[5]

2 (Eq 4), thermal properties for reaction bonded silicon nitride (HPSN, K 5 10 N/s 8C), rather than for RBSN.
(RBSN) dies, and an interface heat-transfer coefficient (HTC) In addition to the die thermal conductivities and HTCs, it
of 10 kW/m2 8C, h was calculated and plotted versus strain for was found that Oh et al.[4] used an activation energy (Q) of
several strain rates (Fig. 3). As in the previous work,[5] Fig. 3 626.8 kJ/g mole in their TiAl constitutive equation. This was
also demonstrates that h varies with strain. The values for h much larger than the Q used in the present work (Q 5 400 kJ/g
at a strain of 0.7 can be compared to the work of Charpentier mole). In both constitutive equations, Q affects the temperature
et al.[3] and Oh et al.[4] shown in Fig. 1. The results in Fig. 3

sensitivity of the alloy. To determine if Q, and in turn the flow
for strain rates of 1022 s21, 100 s21, and 101 s21 compare well

stress temperature sensitivity, affected h, the activation energywith Charpentier. The results at 1021 s21 also compare well
in the present constitutive equation was reduced to 300 kJ/gwith Charpentier for two of the five test temperatures (365
mole. Changing the temperature sensitivity in this manner didand 425 8C). At 1021 s21, however, Charpentier found that
not affect h. Thus, the value of Q is not believed to be thetemperature greatly affected h (0.414 to 0.759), and these h’s
difference between Oh et al. and the present work. This leavesdo not compare well with Fig. 3. As with Charpentier, the
the die material properties and the HTC as possible differences.results in Fig. 3 also compare well with Oh at 100 and 101 s21.

The effect of the various die material properties and HTCsHowever, the results for 1021 s21 (h 5 0.69) do not agree with
on h using the TiAl of Eq 4 at 1021 s21 can be seen in Fig. 4.Oh (h ' 0.47).
The effect is that the larger K of SiC and the larger HTC ofThe possible causes for the differences with Oh et al.[4] at
25 kW/m2 8C lowers the thermal resistance, allowing greater1021 s21 can be found by comparing material properties and
heat flow from the specimen, which decreases the specimeninterface heat-transfer coefficients. As a first check, the h’s
temperature, and thereby lowers h. Using SiC dies and an HTCfrom Oh et al. were duplicated by using the same material
of 25 kW/m2 8C results in an h equal to that of Oh et al. Figureproperties, constitutive equation, and simulation conditions as

Oh et al. Once the h’s from Oh et al. were duplicated, the 5 shows h versus strain for rates of 1022, 1021, 100, and 101 s21
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Table 3 Die material thermal conductivities

Material K, N/s 8C (temperature, 8C)

H13[11] 24.6 (215), 24.7 (605)
IN100[11] 17.3 (538)
IN713[11] 10.9(93), 17(538), 26.4(1093)
IN718[11] 11.4(93), 19.6(538), 24.9(871)
SiC[4] 20.97 (1149)
Si3N4

[9] (HPSN) 10.0 (1000)
Molybdenum[12] 130 (426), 105 (871), 90 (1760), 75 (1760), 70

(2204)

especially when compared to the TiAl alloy used here and
titanium alloys in general, which have the lowest thermal con-
ductivities of all engineering alloys. Figure 7 compares h versus
strain curves for TiAl and OFHC Cu at 1021 s21. Other than
silver, OFHC Cu has the highest thermal conductivity of any
engineering metal (K 5 391 N/s 8C). At a strain of 0.7, the
OFHC Cu curve has an h of 0.39, which compares with the
lowest value of h at 1021 s21 by Charpentier et al.

The results discussed in this section show the degree toFig. 5 A plot of h vs strain for strain rates of 1022, 1021, 100, and
which h is affected by workpiece and die material properties101 s21 with appropriate HPSN dies (K 5 10.0 N/s 8C) and an HTC
and interface HTCs. Since h is used to correct compression testof 10 kW/m2 8C using FEM
flow stress data, the accuracy of these data would be affected.

for the more appropriate HPSN dies used in previous experi- 3.2 An Analytical Expression for the Adiabatic
mental compression tests[5] and an HTC of 10 kW/m2 8C. Correction Factor—h

The above results confirm the work of Goetz and Seethara-
An analytical expression for h would be useful in light ofman[5] that in addition to changing with strain rate, h does

the above results, which have shown that in addition to straindecrease with strain from an initial value of 1.0. How do the
rate, h depends on strain, thermal properties, and HTCs. A 1-Dtraditionally used constant values of h [0.0 (1023 s21), 0.25
lumped parameter model,[6,7] shown schematically in Fig. 8,(1022 s21), 0.50 (1021 s21), 0.75 (100 s21), and 1.0 (101 s21)]
was used to develop an expression for h. The derivation of theaffect the temperature values used in the correction of the
equations follows and is based on one-half of the workpieceflow stress? A comparison of the actual temperatures and the
volume.temperatures calculated using the constant h’s multiplied by

the adiabatic temperatures can be seen in Fig. 6. For rates of
qDIS 5 hA(THT 2 1093 8C) (Eq 5)1022 and 1021 s21 (Fig. 6a and b), a constant h would underesti-

mate the temperature for small strains and then overestimate it
h 5 [xW /KW 1 1/HTC 1 xD /KD]21 (Eq 6)for larger strains. The transition from under to overestimation

occurs at a strain of approximately 0.7, where the error would
The power dissipated from the workpiece to the dies, qDIS, isbe minimal. However, at strains greater than 0.7, the error
given by Eq 5, where A is the interface contact area, THT iswould be large. For 100 s21 (Fig. 6c), the error is large for most
the workpiece temperature, and 1093 8C is the interior diestrains where a constant h of 0.75 underestimates the
temperature. The term “h” (Eq 6) is an overall HTC that “lumps”temperature.
together the thermal resistances of the workpiece interior,The above results show the roles that die thermal properties
workpiece/die interface contact area, and the die interior, whereand interface HTCs play in the temperature changes in a com-
xW is one-half the workpiece height, KW is the workpiece thermalpression specimen during deformation. However, the results do
conductivity, HTC is the interface heat-transfer coefficient, xDnot explain the change in h (0.414 to 0.759) with temperature
is the distance from the die surface to the die interior whereshown by Charpentier et al.[3] for Al2024 at 1021 s21. The
temperature is constant, and KD is the die thermal conductivity.above results do show that h can vary from 0.47 to 0.69 due
Equations 7 and 8to changes in die thermal conductivities and HTCs. Charpentier

et al. used a superalloy for dies in all tests, and most superalloys
xW 5 XO exp (2«̇t) (Eq 7)have a thermal conductivity very close to that of SiC (Table

3). Also, the thermal properties would not change greatly in
A 5 V /xW (Eq 8)this temperature range, so this could not be the source of changes

in h.
Another difference with the work of Charpentier et al.[3] is are one-half the workpiece height and interface contact area,

where XO is the initial half-height, «̇ is the strain rate, t is time,the Al2024 compression specimens. Aluminum alloys have
very high thermal conductivities (K202420 ' 190 N/s 8C),[10] and V is one-half the total specimen volume. The change in
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(a) (b)

(c)

Fig. 6 A comparison between adiabatic FEM temperatures, actual FEM temperatures, and corrected FEM temperatures calculated using the
traditional constant h’s and the errors from using them: (a) 1022 s21 (h 5 0.25), (b) 1021 s21 (h 5 0.50), and (c) 100 s21 (h 5 0.75)

the internal energy of the workpiece is given below on the left dTHT 5 (s)(«̇)dt)/(rCp) 2 hA(dTHT)(dt)/VrCp) (Eq 12)
of Eq 9, where it is the difference between the internal power
generated by deformation, qDEF (Eq 10), and the power dissi- dTHT 1 hA(dTHT)(dt)/(VrCp) 5 (s)(«̇)(dt)/(rCp) (Eq 13)
pated to the dies, qDIS (Eq 5):

dTHT[1 1 hA(dt)/VrCp)] 5 (s)(«̇)(dt)/(rCp) (Eq 14)
(VrCp)( dTHT)/dt 5 qDEF 2 qDIS (Eq 9)

By substituting Eq 10 and 11 into Eq 9, manipulation (Eq 12
qDEF 5 (s)(«̇)(V ) (Eq 10) to 14) results in the change in temperature of the workpiece:

dTHT 5 THT 2 1093 8C (Eq 11) dTHT 5 [(s)(«̇)(dt)/(rCp)] ? [1 1 hA(dt)/(VrCp)]21 (Eq 15)
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Fig. 7 Plots of h vs strain at 1021 s21 comparing the effect of alloy Fig. 9 A plot of h vs strain for strain rates of 1022, 1021, 100, and
thermal conductivity on h with TiAl (K 5 22 N/s 8C) and OFHC Cu 101 s21 comparing FEM and lumped parameter results for TiAl (KW 5
(K 5 391 N/s 8C), SiC (K 5 20.97 N/s 8C) dies, and an HTC 5 25 22 N/s 8C), HPSN dies (KD 5 10.0 N/s 8C, xD 5 5.0 mm), and an
kW/m2 8C using FEM HTC of 10 kW/m2 8C

and with Dt 5 D«/«̇ and A 5 V /xW (Eq 8), substitution leaves
the final form of h:

h 5 [1 1 (hD«)/(xWrCp«̇)]21 (Eq 19)

When Eq 19 for h is plotted versus strain for rates of 1022,
1021, 100, and 101 s21, the agreement with the FEM calculated
h’s is very good (Fig. 9). Equations 19 and 6 give approximate
quantitative values for h and show the qualitative effects of K,
HTC, rCp , strain, and strain rate on h. For example, increasing
the HTC or the Ks increases the overall HTC, h, which in turn
decreases h. This agrees with the FEM results discussed in the
previous section and shown in Fig. 4 and 7. The opposite occurs
with an increase in the heat capacity, rCp , where h increases.
The major effect on h, however, as shown by the effect of

Fig. 8 Schematic diagram of a 1-D lumped parameter model strain rate, is the ratio of D«/«̇, which is the elapsed time for
heat transfer to occur.

Thermal properties such as rCp and K are generally a func-
tion of temperature, which makes h a function of temperatureThe change in temperature for adiabatic conditions alone,
also. For most alloys, rCp increases with temperature, whichdTADIAB, is simply Eq 9 without power dissipation, qDIS:
would cause h to increase. However, K usually decreases with
temperature, which would also cause an increase in h. It is alsodTADIAB 5 (s)(«̇)(dt)/(rCp) (Eq 16)
possible that the HTC decreases with temperature. Because an
alloy’s flow stress decreases with temperature, more lubricantwith dTHT and dTADIAB derived, Eq 15 and 16 can be inserted
would be retained at the interface and the HTC would be lower.into Eq 2 to determine h
A decreasing HTC with temperature would also cause h to
increase with temperature. Thus, the effect of changing tempera-

h 5 (DTHT)/(DTADIAB) 5 * dTHT /* dTADIAB (Eq 17) ture on the thermal properties and the HTC could cause h to
increase with temperature, something found experimentally by

This results in the cancelation of the [(s)(«̇)(dt)/(rCp)] term Charpentier et al.[3]

leaving Just as the thermal properties of rCp and K change with
temperature, which in turn changes h, rCp and K also change

h 5 [1 1 hA(Dt)/(VrCp)]21 (Eq 18) with metals and alloys. Thus, the combination of workpiece
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and die alloys can also affect h. However, Ashby[8] has shown HTC or thermal conductivities results in a decrease in h.
However, increasing rCp increases h.that rCp does not vary greatly. For engineering alloys, the

average rCp is 3.0 N/mm2 8C, ranging between 2.5 and 7.5 • The effect of increasing temperature on the thermal proper-
N/mm2 8C. Also, with respect to affecting h, rCp only affects ties and the HTC could cause h to increase with
possible workpiece alloys, not die alloys. Thermal conductivi- temperature.
ties, however, apply to both workpiece and die alloys and can
vary almost two orders of magnitude, from Ti alloys at the Acknowledgments
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